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Abstract—In the research field of pattern recognition, especially 

in the signal classification, the process of determining the suitable 

and the relevant feature is important to obtain the better 

classification result. This paper presents the feature selection of 

stop consonant by using singular value decomposition (SVD) and 

the classification by applying multi-layer perceptron (MLP). The 

feature sets were derived by using the wavelet packet transform 

(WPT) at 4th decomposition level with daubechies2 wavelet 

family, and the WPT-based feature after being dimensionality 

reduced by using SVD with varying reduction index which 

denotes as SVD1 and SVD2. Each CVC stop consonant is 

windowed at a certain length of duration to obtain a relevant CV 

unit. The experimental result shows that SVD gives improved 

classification scores. 
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I. INTRODUCTION

Research in speech recognition which focuses on stop 
consonants had been done for several decades [1]–[5]. In 1955 
[1], the research for analyzing the voiced stops /g, d, and b/ has 
been done. In 1957 [2], examination of stop consonants time 
variation and at short-time spectra at burst of stop release was 
conducted. In 1979 [3], The research was done by measuring 
the spectrum sampled of a large number of consonant-vowel 
(CV) as well as vowel-consonant (VC) syllable containing both
voiced and voiceless stop consonants uttered by some speakers
[3]. There are six stop consonants in the Indonesian language
(/g/, /d/, /b/, /k/, /t/, and /p/) [6], [7] which is same with English
but different in the pronunciation. Recent speech classification
system has achieved high accuracy, especially for classifying
vowel, digit, word, etc. However, classifying the stop
consonant is more difficult than classifying others.

One of challenge in the speech classification system is to 
determine the efficient feature with low dimension in order to 
minimizing computational time [8], [9]. Thus, it requires the 
appropriate feature selection techniques which can reduce the 
dimensionality of feature in order to obtain the optimal result 
of classification. Various feature selection techniques such as 
the Principle Component Analysis (PCA) [10], Singular Value 
Decomposition (SVD) [11]–[16], Correlation-based Feature 
Selection (CFS), and the other feature selection methods have 
been adopted for selecting feature of  the speech signal by 

previous researcher. In [10], the PCA was used to 
reduce dimensionality of the Hindi Stop consonant features. 
The 39 generated features of proposed feature extraction 
techniques namely WBSP and the conventional MFCC 
reduce to 24 principal features by using PCA. The result 
showed that the feature selection give the improvement to 
the classification accuracy. In [11], the SVD was used 
to reduce the Mel Frequency Band Energy Coefficients 
(MFBECs) feature. The experimental results showed that the 
SVD give improvement to classification accuracy of the 
vocal fold pathology signal. In [12], the SVD was used 
reduce the matrices of entropy calculated from the 
wavelet packets (WP) method for each class of voiceless 
plosive consonants /k/, /t/, /p/. In [13], an alternative 
method for selecting feature using SVD followed by QR 
Decomposition with Pivoting of Column (SVD-QRcp) was 
proposed. The result showed that SVD-QRcp outperforms 
F-Ratio compared to the MFCC and LFCC. In [14], the SVD
was combined with  mean-normalized Stochastic Gradient
Descent (MN-SGD) for classifying speech from TIMIT
database. In [15], SVD was utilized on the weight matrices in
trained deep neural network (DNNs). In [16], SVD was
combined with spectra-perceptual linear prediction
(RASTA-PLP) for analyzing Malay language speech signals.

In this study, we used SVD to reduce the feature dimension 
of WPT-based feature for classifying the Indonesian 
Stop consonants in CV context. Three feature sets are 
performed in this study, namely the original WPT (Feature Set 
1), WPT after selecting feature using SVD with 1 index of 
reduction denotes as WPT+SVD1 (Feature Set 2), and WPT 
after the selection using SVD with 2 index of reduction 
denotes as WPT+SVD2 (Feature Set 3). The coefficient 
wavelet family used is daubechies2 (db2) at 4th 
decomposition level, and the type of classifier used is multi-
layer perceptron (MLP). 

II. METHODOLOGY

A. Speech Data
The speech data used in this study were obtained from

normally utterances by 6 male Indonesian native speakers with 
aged between twenty-five and thirty-five years. They were 
asked to utter a set of CVC syllables of stop consonants. There 
were in total 18 different syllables recorded with 5 times 
repetitions of each type of syllable; it means that each speaker 
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utter 90-syllable data. Finally, the stop consonant data of 
540 utterances with 8 kHz of frequency sampling were 
collected. 

The next step is the signal segmentation process. In order 
to obtain the precision and relevant segmented signal, each 
CVC unit was manually segmented to form the CV syllables 
sound signal with the length 60 ms [10]. The release burst 
of the associate consonant was used as a starting point 
for the segmentation until the following vowel steady state 
[10]. After the segmentation process, the next step was the 
peak signal normalization. 
B. Wavelet

The difficult part to of stop consonants lies in the non-
stationary structure of the signal in the burst region and the 
transition (i.e. the transition of V-C or C-V) [17]. The Wavelet 
Transform (WT) is a powerful tool which is suitable for 
representing both the short duration and transient event in the 
stops signal compared to Fourier Transform based. 

In this work, WPT at 4th level of decomposition was 
conducted. WPT allows a balanced binary tree structure by 
performing decomposition to both the higher frequency sub-
bands or so called ‘detail’ and the lower frequency sub-bands 
or so called ‘approximation’ to provide a better frequency 
resolution of speech signal to be analyzed. In the WPT, both 
approximation and detail were used to generate the feature. 

 

Figure 1.  Sixteen sub-band of WPT feature extraction. 

The sub-band tree structure of WPT feature extraction 
method used in this work is shown in Fig. 1. The stop 
consonants in CV syllables context in this study have 8 kHz of 
sampling frequency, giving 4 kHz bandwidth signal. A frame 
size of 60 ms has been used to derive the WPT. All these 
frequency band was decomposed using full 4-level WP to 
obtain sixteen sub-band each of 250 Hz. So all the frequency 
bands obtained after decomposition from the higher to the 
lower frequency band were 3.75-4 kHz (f16), 3.5-3.75 kHz 

(f15), 3.25-3.5 kHz (f14), 3-3.25 kHz (f13), 2.75-3 kHz (f12), 
2.5-2.75 kHz (f11), 2.25-2.5 kHz (f10), 2-2.25 kHz (f9), 1.75-
2 kHz (f8), 1.5-1.75 kHz (f7), 1.25-1.5 kHz (f6), , 1-1.25 kHz 
(f5), 0.75-1 kHz (f4), 0.5-0.75 kHz (f3), 0.25-0.5 kHz (f2), and 
0-0.25 kHz (f1), respectively [18].

C. Singular Value Decomposition (SVD)
SVD is a factorization of a real matrix as well as a

complex matrix. It is a classic and powerful algorithms in 
linear algebra which was developed by differential geometers 
for dimensionality reduction and rank in pattern recognition 
[8]. Dimensionality reduction can be performed by using 
following equation. 

X ≃ X̂ = [𝒖0, 𝒖1, … , 𝒖𝑘−1] [
√𝜆0𝑣0

𝐻

⋮

√𝜆𝑘−1𝑣𝑘−1
𝐻

] 

           = 𝑈𝑘[𝒂0, 𝒂1, … , 𝒂𝑛−1]

() 

Where Uk contains the first k columns of U and the 
k-dimensional vectors ai,. From Eq. 1, each column vector, xi
of X, can be approached as

𝑋𝑖 ≃  𝑈𝑘𝑎𝑖 =  ∑ 𝑢𝑚𝑎𝑖(𝑚)

𝑘−1

𝑚=0

, 𝑖 = 0, 2, … , 𝑛 − 1 

||𝑋𝑖 −  𝑋𝑗|| = ||𝑈𝑘 (𝑎𝑖 −  𝑎𝑗) || = || ∑ 𝑈𝑚

Where ai(m), m = 0, 1, …, k – 1, represent the elements of the 
respective vector ai. Because of the columns ui orthonormality, 
i = 0, 1, …, k – 1, of Uk, it can be directly to examine that 

𝑘−1

𝑚=0

(𝑎𝑖(𝑚) −  𝑎𝑗(𝑚)) || 

 = ||𝑎𝑖 −  𝑎𝑗||,     𝑖, 𝑗 = 0, 1, … , 𝑛 − 1

Figure 2 shows an interpretation of the matrix products 
1

associated to SVD. Where and ⋀2
𝑘  is the diagonal matrix which 

has square roots elements of the respective k singular values 
[8]. 

 X =  𝑈𝑟 ⋀𝑟

1

2  𝑉𝑟
𝐻

X̂ =  𝑈𝑘 ⋀
𝑘

1

2  𝑉𝑘
𝐻

Figure 2.  Illustration of the matrix results using SVD. In the estimation of X 
by X̂. 
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D. Multi-layer Perceptron (MLP)
The MLP which is also called ANN is a common used

classifier in pattern recognition system. It has a training 
algorithm namely back propagation algorithm which is a 
supervised learning network based on gradient descent learning 
rule for correcting error in a backward direction. For validating 
our experimental result in classification process, we used k-fold 
cross validation [19].  

III. RESULT AND DISCUSSION

A. Feature Selection using SVD
The SVD performs a factorization of a stop consonant

feature matrix (N x 24) into three matrices which is expressed 
as USVT, where U represents an N x N orthogonal matrix, S 
represents N x 24 diagonal matrix with singular values of 
original feature matrix on its diagonal, and V represents a 24 x 
24 orthogonal matrix. VT is the Hermitian transpose of V. The 
column field of the matrix U is termed as the left singular 
vectors, the diagonal elements of S is termed as the singular 
values, and the column field of the matrix V is termed as the 
right singular vectors. The stop consonants features matrix is 
factorized using SVD into three matrices (USVT) with variation 
of index reduction in each singular value then each reduced 
matrix is multiplied to form a new stop consonants feature 
matrix. The decomposition of a stop consonant feature matrix 
with 1-index SVD reduction or SVD1 can be described as 
follows: 
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B. Classification
Table I shows the classification result of three feature

extraction methods by using MLP with 10-fold cross validation 
method (10 FCV). SVD1 represents the 1-level of singularity 
index reduction whereas SVD2 represents the 2-level of 
singularity index reduction. In vowel /a/ case, the score for the 
consonant of velar /k/ is 73.3%, 80%, and 90% by using WPT, 
WPT+SVD1, WPT+SVD2 based featured, respectively. For 
consonant /g/, the highest score was 73.3% by using 
WPT+SVD2. For consonant /b/, the highest score is only 
56.7% by using WPT and WPT+SVD. The performance 
degraded on the consonant /b/ due to the sound signal 
similarity with /p/ which has the same place of articulation 
(labial POA). The previous study done by Sharma et al. has 
shown that the classification of stop consonant /b/ was more 
difficult than other as shown by classification score of 50%, 
34.61%, 0% (with following vowel /a, i, u/) by using MFCC 
and 57.69%, 19.12%, 88.46% (with following vowel /a, i, u/) 
by using WBSP [10]. For consonant /d/, the highest score is 80 
by using WPT+SVD. For consonant /t/ the highest score is 
90% by using WPT and also the highest score in the 
experiment. 

In the vowel /i/ case, the average classification score for 
WPT, WPT+SVD1, and WPT+SVD2 were 62.23%, 61.65%, 
and 61.68%, respectively. In the vowel /u/ case, the average 
classification score for WPT, WPT+SVD1, and WPT+SVD2 
were 61.67%, 62.22%, and 66.65%, respectively. From the 
result in the Table I, it can be observed that WPT+SVD2 has a 
better performance than WPT and WPT+SVD. It indicates that 
SVD at the level 2 can perform more discriminate features and 
improve the classification performance. 

TABLE I.  CLASSIFICATION RESULT OF EACH STOP CONSONANT FOR EACH FEATURE EXTRACTION TECHNIQUES 

Methods 
Vowels 

Consonants Average % 

classification /k/ /g/ /b/ /d/ /p/ /t/ 

WPT /a/ 73.3 60 50 76.7 76.7 90 71.11 
/i/ 70 70 56.7 60 50 66.7 62.23 

/u/ 63.3 70 56.7 66.7 70 43.3 61.67 

WPT+SVD1 /a/ 80 53.3 56.7 80 73.3 90 72.22 
/i/ 63.3 73.3 53.3 63.3 50 66.7 61.65 
/u/ 70 70 53.3 60 70 50 62.22 

WPT+SVD2 /a/ 90 63.3 50 76.7 73.3 83.3 72.77 

/i/ 70 70 50 66.7 46.7 66.7 61.68 
/u/ 80 73.3 53.3 53.3 76.7 63.3 66.65 

IV. CONCLUSSION

In this paper, a feature selection technique based on 
Singular Value Decomposition (SVD) combined with Wavelet 
Packet Transform (WPT) was performed for classifying the 
Indonesian stop consonants in the context of CV syllable. 

Based on the classification result, it indicated that SVD gives 
improved classification score. The result showed that the 
WPT+SVD2 based feature outperforms the WPT and 
WPT+SVD1 as shown by average classification percentage of 
67.03% versus 65% and 65.3%, respectively. In the 
future work, it is recommended to use the bigger data of 
the stop 
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consonants, to try the higher reduction index in the SVD, and 
to compare with different feature selection technique. 
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