**BAB V**

**KESIMPULAN DAN SARAN**

* 1. **Kesimpulan**
1. Hasil pengelompokan data oleh kedua rumus *distance space* *Manhattan(CityBlock)* dengan *Euclidean* adalah berbeda. Dari pola pengelompokan, *Euclidean* cenderung lebih teliti dalam memasukan keanggotaan sebuah data kedalam cluster. Pada percobaan pada 30 data balita,*Euclidean* dapat mengenali status gizi hingga 60.27% sedangkan *Manhattan(CityBlock)* 48.4%
2. Waktu proses untuk kedua rumus tersebut selisih tidak jauh berbeda, karena akan bergantung dari jumlah iterasinya. Dari beberapa percobaan dengan 500 data balita, disimpulkan rumus *Manhattan(CityBlock)* memiliki jumlah iterasi yang lebih sedikit sehingga ukuran waktu lebih cepat beberapa milidetik dalam mengelompokan data dari rumus *Euclidean*
3. Hasil dari random titik centroid awal akan sangat mempengaruhi hasil akhir *clustering*.

**5.2 Saran**

Pada proses pembuatan tugas akhir ini, aplikasi yang dibangun masih dapat dikembangkan, antara lain :

1. Pengembangan algoritma clustering yang lain.
2. Pengembangan untuk memadukan ilmu datamining dengan ilmu yang lain seperti fuzzy maupun JST.
3. Pengembangan desain tampilan yang lebih menarik.
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